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Project Presentation 
Surfing Towards the Opportunity of Real Migration to Cloud-based public Services (STORM CLOUDS) is a 
project partially funded by the European Commission within the 7th Framework Program in the context of the 
Capital Improvement Plan (CIP) project (Grant Agreement No. 621089). 

The project has the objective of exploring the shift to a cloud-based paradigm for deploying services that 
Public Authorities (PAs) currently provide using more traditional Information Technology (IT) deployment 
models. In this context, the term "services" refers to applications, usually made available through Internet, that 
citizens and/or public servants use for accomplishing some valuable task. 

The project aims to define useful guidelines on how to implement the process of moving application to cloud 
computing and is based on direct experimentation with pilot projects conducted in, at least, the cities 
participating to the consortium. 

STORM CLOUDS will also deliver a consolidated a portfolio of cloud-based services validated by citizens 
and Public Authorities in different cities and, at the same time, general and interoperable enough to be 
transferred and deployed in other European cities not taking part in the project. This portfolio will be mainly 
created from applications and technologies delivered by other CIP Policy Support Program (CIP-PSP) and 
Framework Program 7 (FP7) projects, as well as resulting from innovation efforts from Small and Medium 
Enterprises (SMEs). 

The project is composed by the following consortium: 

Member Role/Responsibilities Short Name Country 

Ariadna Servicios Informáticos, S.L. Co-ordinator ASI Spain 

Hewlett Packard Italiana S.r.l. Participant HP Italy 

EUROPEAN DYNAMICS Advanced Systems of 
Telecommunications, Informatics and Telematics 

Participant ED Greece 

Research, Technology Development and Innovation, 
S.L 

Participant RTDI Spain 

Aristotelio Panepistimio Thessaloniki Participant AUTH Greece 

Alfamicro Sistemas de Computadores LDA Participant Alfamicro Portugal 

Manchester City Council Participant Manchester United 
Kingdom 

Ayuntamiento de Valladolid Participant Valladolid Spain 

City of Thessaloniki Participant Thessaloniki Greece 

Câmara Municipal de Águeda Participant Águeda Portugal 

For more information on the scope and objectives of the project, please refer to the Description of Work 
(DOW) of the project [1]. 
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Executive Summary 
This document describes the necessary steps to transfer the services, which have been selected in WP1, to the 
Storm Clouds Platform (SCP) cloud infrastructure. 

The document is the first of a four issue series aimed to describe the steps needed for adapting the services to 
the cloud paradigm and the steps needed for replicating the services into cloud infrastructure of the pilot 
cities. Adaptation includes modification, testing, validation and replication steps. 

Technical details regarding the adaptation of the selected services and integration to the cloud infrastructure 
are provided in Annex A and Annex C. 

The document is organized into the following chapters: 

Section 1 – Adaptation: it describes the necessary steps for successfully transferring the selected services to 
the cloud infrastructure, developed in WP2, for testing and validation. 

Section 2 – Deployment: it describes the necessary steps to migrate (deploy) the cloudified services from the 
private cloud infrastructure (development) to the public cloud infrastructure (production). 

Section 3 – Summary and Conclusions 
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1 Adaptation 
The aim of the adaptation procedure is to make all the necessary modifications to the selected services in 
order to be transferred into the public cloud infrastructure. The modification process is based on the functional 
and non-functional requirements of the services and the architecture of the SCP implemented in WP2 and is 
done in collaboration with the service owner (municipalities), since they are aware of the technicalities of their 
services. 

The approach we followed is summarized bellow: 

 Set up the private cloud environment; 

 Perform all the necessary modifications to the selected services in order to be transferred into the 
private cloud infrastructure (SCP@HP); 

 Validate services; 

1.1 Tools 

The tools needed in order to facilitate the migration procedure are: 

1. An OpenVPN client1 installed on the machine used for the adaptation/migration procedure, in order 
to access the private cloud environment; 

2. An RSA/DSA key generation utility (e.g. PuTTYgen2) in order to create the private key that will be 
used for securing our communication with the VM running in the private cloud environment; 

3. A terminal client supporting encryption (e.g. Putty3 SSH) for accessing the VM running in the private 
cloud environment; 

4. An open-source SFTP client for uploading and managing the source files of the selected services to 
the VMs, in a secured manner. If the machine used for the adaptation/migration procedure is a 
Windows machine we suggest using the WinSCP client4. Instead if the machine used is a Linux machine 
we suggest using the FileZilla client5. 

1.2 Migration Procedure 

The main steps needed when migrating to the cloud are presented bellow. As we see it is a multi-phase 
methodology which includes: 

Step 1: Assess Current Environment. This step is required in order to evaluate if the services are ready for 
the cloud environment. Things like: customization, regulatory compliance, complex service architectures and 
service maturity were carefully investigated as they would negatively impact the cloudification process.  

Since selected services are based on open-source solutions no licensing costs were foreseen. However, if this is 
not the case we should make sure that, municipalities understand these costs (subscription or lifetime licenses?) 
and have the required budget. 

A crucial aspect is the availability of both the application source files and application support documents, in 
the form of an installation manual listing dependencies, required software packages and operating system as 
well as technical diagrams (support factor). However supporting material must be: 

                                                 

 

1 Available at https://openvpn.net/index.php/open-source/downloads.html  

2 Part of the WinSCP or the PuTTY installation package 

3 Available at http://www.chiark.greenend.org.uk/~sgtatham/putty/download.html  

4 Available at http://winscp.net/eng/download.php  

5 Available at https://filezilla-project.org/  

https://openvpn.net/index.php/open-source/downloads.html
http://www.chiark.greenend.org.uk/~sgtatham/putty/download.html
http://winscp.net/eng/download.php
https://filezilla-project.org/
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 Provided in an “international” language that all partners are comfortable with; 

 Up-to-date; and 

 Tested, otherwise it is not useful. 

Another critical aspect was the identification and time commitment (at least for the duration of the project) of 
the development and support team, since municipalities have outsourced these activities. Apparently this can 
result in hidden costs and development/support team availability problems, thus compromising the process. 

Step 2: Assess Service Architecture. The successful migration of services to the cloud requires a proper 
analysis of the environment used to host the services. To that aspect we reviewed both the network and the 
services architecture. 

Regarding the network we: 

1. Reviewed existing network configurations, including VLAN’s, IP address schemes, firewalls, etc.; 

2. Identified connectivity requirements from the municipality network to the cloud environment. This 
helped us identify an issue with Valladolid corporate network that doesn’t allow external connections 
through VPN. Problem was addressed by using a separate machine running in an isolated network. 
However, alternate connection has very low bandwidth. 

3. Identified public facing services such as SMTP, DNS, WWW. 

Regarding the services we: 

1. Created an application resource profile for all services, identifying vCPU, RAM, IOPS, backup, HA 
requirements.  

2. Analysed storage requirements in terms of size; 

3. Reviewed underlying OS types and whether any OS licences are needed; 

4. Reviewed security licensing mechanism. Thessaloniki service is the only that is offered through an https 
channel, meaning that we had to acquire and install new certificates. 

Step 3: Analyse Technical Characteristics. In this step we: 

1. Investigated whether servers present static characteristics, like physical dongles, serial adapters, and 
hard coded MAC addresses for software licensing; 

2. Investigated whether services have hard coded directory paths. Valladolid GEOS library6, had to be 
updated in order to point to the location of the PostgreSQL libraries; 

3. Investigated application server configuration requirements. For the Valladolid service the minimum 
values of memory to run JBoss (application server) had to be set, using the relevant parameter7. 

4. Investigated whether services present any interoperability needs and how these map to the cloud 
environment. 

5. Investigated whether services have hard coded IP addresses. Valladolid service uses the hosting 
machine internal IP for configuring the: 

a. JBoss (application server) name; 

b. PostgreSQL database; 

c. JBoss “management” and “public” interfaces; 

d. JBoss “Datasource Configuration” related to JDBC driver configuration; 

                                                 

 

6 Used to solve topological problems 

7 JAVA_OPTS 
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Moreover the Valladolid service uses the hosting machine public IP for: 

a. Configuring the JBoss Messaging mechanism (MDB); 

b. For parameterizing various service specific configuration files; 

Step 4: Analyse Non-Functional Requirements. In this step a number of non-functional requirements were 
considered such as: 

 security concerns and regulatory compliance requirements; 

 performance expectations; 

 availability requirements; 

 backup requirements; 

 privacy requirements; 

 reusability and interoperability requirements; 

With regard to security the following issues were analysed: 

 Legal implications and regulatory compliance, since these are different in the cloud. Selected services 
didn’t present any compliance requirements. Regarding issues related to where data is stored, we 
found that as long as services and their data are held within the geographical limits of the European 
Economic Area (EEA8) no legal and compliance issues are foreseen. 

 Virtualization vulnerabilities. Server virtualization is the technology for creating and managing virtual 
machines. The biggest concern with security within virtualization is the hypervisor9. We found that 
OpenStack supported KVM and XenServer hypervisor technologies, address this issue. 

 Data integrity. We have analysed/proposed a number of security mechanisms such as encryption of 
data in transit (SSH), VM access controls (OpenStack tenants), as well as database backups in order 
to secure service data.  

With regard to the municipality’s performance expectations regarding their services, since the selected 
services should take full advantage of the performance benefits that cloud offers, the following best practices 
were analysed: 

 Applications design so that logic can be spread across multiple servers. Thessaloniki and Águeda 
services are single node applications, while Valladolid can be deployed in multiple nodes. For 
Thessaloniki and Águeda services we identified two options for spreading processing out across 
multiple application servers (cluster): 

1. Using a load balancer to automatically split sessions across an indeterminate number of 
independent nodes; 

2. Using a load balancer to route traffic to nodes within a clustered application server. 

Since clustering has the disadvantage of being more complex and ultimately limiting our long-term 
scalability we proposed the individual/multiple nodes approach. Although it requires some skills to 
architect an application that works on separate nodes, this architecture has the advantage of being 
more scalable.  

                                                 

 

8 Countries currently in EEA Austria, Belgium, Bulgaria, Croatia, Cyprus, Czech Republic, Denmark, Estonia, Finland, 
France, Germany, Greece, Hungary, Iceland, Ireland, Italy, Latvia, Liechtenstein, Lithuania, Luxembourg, Malta 
Netherlands, Norway, Poland, Portugal, Romania, Slovakia, Slovenia, Spain, Sweden, Iceland, Liechtenstein and Norway 

9 Technology implementing server virtualization 
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 Clustering of database access. A cluster can be considered either as having two or more servers 
sharing the same storage, or having a set of replicated servers. However the current SCP architecture 
currently allows each service to use a single DB instance. Once the architecture is updated to cluster 
deployment models the service deployment will be revisited. 

 Threading and/or process forking capabilities of IaaS Platform to take advantage of as much of 
each individual CPU core as possible. However, selected services aren’t multithreaded; 

However, according to DoW Part B “STORM CLOUDS will only work with services for which development 
phases have finished and, if possible, certain level of validation and demonstration has already occurred.” 
meaning that no new development is foreseen for enabling services to work on multiple nodes, nor for making 
them multithreaded applications. 

With regard to the municipality’s availability10 requirements, although high availablility11 was not explicitly 
required the SCP platform will address that by defining appropriate deployment models.  

With regard to the municipality’s backup requirements, we have analysed which folders should be included in 
the backup strategy. Although the current SCP architecture does not provide any mechanisms for implementing 
back-up functions on the virtual machines running in the cloud, we can support incremental backups using the 
command line interface of the MySQL server. Once the SCP architecture will provide back-up functions the 
services backup mechanism will be revisited. Additionally, after discussion with municipalities, we expect that 
public cloud maintenance periods won’t present any significant issues. 

Moreover, as listed before, a crucial aspect analysed during this step was privacy. Privacy can be understood 
as the right of a person to have his personal data properly secured. Any data that could uniquely identify a 
person or, which is not supposed to be known to any person other than its owner and/or her/his immediate 
family, without her/his consent is called Private Data. Analysis of the selected services showed that they do 
not handle private, personal data. 

Finally we investigated if selected services contain any reusable modules and if they could interoperate with 
each other. Analysis of the selected services showed that they are made of individual components providing 
functions unrelated to each other. 

In addition we assess the strategies needed to deal with platform reliability resulting in the following two rules 
of thumb for dealing with reliability concerns in the cloud: 

1. Don’t store persistent data in an instance ephemeral mount; 

2. Snapshot block volumes regularly. 

Step 5: Setup and Data Migration. On completion of the above steps we: 

a) setup the private cloud environment that will host the selected services; 

b) launched VM instances that will host the services and their data and  

c) migrated both the services and their data to the private cloud 

using OpenStack web-based dashboard (Horizon).  

In order to achieve point a) we had to set up the network topology. However, for security, privacy and 
confidentiality reasons before we launch the VMs we: 

 added security group rules, enabling users to safely connect to their instance using SSH and 

 injected a private/public key-pair, to facilitate secure access (SSH) to the instances 

                                                 

 

10 Availability describes how often a service can be used over a defined period of time. 

11 High Availability is often described a 99,99% to 99,999% availability 
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Regarding point b), as already identified, VMs were launched within a private network meaning that they 
were not accessible from outside the private cloud. For this reason we configured the Network Address 
Translation (NAT) of the router to allow external access to our VMs. 

After making the VMs accessible from outside the private cloud, we extracted the private key that was used 
for securing our communication with the VM. 

Due to the fact that all partners are located in the Euro zone we didn’t encounter issues with different time 
zones, although it could be a problem. 

We conducted test data transfers and set up a test environment (SCP@HP) before we started the actual 
migration. Regarding the test data transfers this was an important activity because upload speeds and 
download speeds are different. We measured network upload speeds and estimated data migration upload 
times, in order to avoid corporate network times of peak usage that could result in excessive upload times. 
This was especially the case while importing Valladolid data into the PostgreSQL database. 

Another aspect we considered was internet connectivity, since we needed to ensure that it’s redundant 
(backup line), in order to avoid situations where we are not able to access our services in the cloud. 

Step 6: Validation. Validation of services was done in collaboration with the municipalities. Validation 
included both functional and non-functional aspects, such as performance and backups. 
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2 Deployment 

2.1 Tools 

The tools needed in order to deploy the selected services to the public cloud are: 

1. Ubuntu Pip setup tool, in order to install the necessary python packages on the VM running on the 
private cloud; 

2. OpenStack Image Service glance client, for downloading the VM image; 

2.2 Deployment Procedure 

The main steps needed when deploying to the public cloud includes: 

Step 1: Download the VM image. The first step was to export (download) the VM image from the private 
cloud infrastructure, by making a snapshot of that VM, to the host machine. 

Step 2: Update Public Cloud List of Images. Once the image was downloaded we accessed the Horizon 
interface of the public cloud infrastructure and created a new image based on the image file (snapshot) we 
have downloaded previously. 

Step 3: Deploy. At this step we launched a new VM, using OpenStack Horizon, making sure that from the list 
of available sources/images we select the image that we have just uploaded.  

However, as indicated in Step 3 point 5 of the migration procedure, because the Valladolid service uses the 
hosting machine internal and public IPs for various configurations we had to re-adapt the service configuration 
files. 

Step 4: Validation. As before validation of services was done in collaboration with the municipalities, 
addressing both functional and non-functional aspects. 
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3 Summary and Conclusions 
This document has described the first release of the adaptation of services and integration into the SCP cloud 
infrastructure. SCP is the cloud IaaS designed for hosting the services selected by the STORM CLOUDS 
consortium for experimenting the migration of digital services to a cloud computing paradigm. 

Transferring services to the public cloud is broken into four distinctive phases:  

a) Setting up the private cloud environment, that will be used for service adaptation, testing and 
validation; 

b) Performing all the necessary modifications/customizations to services in order to be transferred into 
the private cloud infrastructure; 

c) Validating the services resulting in the final versions of the services and; 

d) Deploying the final versions of the services into the public cloud infrastructure. 

The document is the first of a four issue series that will eventually result in the creation of tools and processes 
enabling the creation of a generic cloud-based services portfolio that can be used automatically from any 
interested city. 

In the next release, the document will detail and develop some aspects regarding a “production ready 
environment” (e.g. high availability issues, cloud platform management, clustering, monitoring, etc.) that are 
not fully described or developed here. 
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Annex A Private Cloud Environment Setup 

A.1 Using the IaaS Cloud 

In this section we will present some basic steps for using the IaaS functionality.  

SCP IaaS provides a web-based dashboard (Horizon) that can be used for managing objects in the cloud 
(e.g. virtual machines, virtual networks, etc.) 

A.1.1 Horizon Login 

Throughout this document we will use OpenStack Horizon, a web based dashboard. Compared to the 
Command Line Interpreter (CLI), that provides all the functions as commands to submit at the terminal 
interface, Horizon is easier to use because of the graphical user interface. 

Horizon can be accessed through the following IP address: http://10.15.5.98/horizon 

 

Figure 1: OpenStack Horizon 

After logging in as a tenant administrator we are presented with the following page that shows the resources 
that we are currently using. A project - also known as tenant - is a sort of resource container. An OpenStack 
installation (an OpenStack cloud) can define several projects used for grouping and isolating resources and 
objects in a cloud. Objects in a project can be running virtual machines, virtual disks, images, networks, etc… 

http://10.15.5.98/horizon
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Figure 2: OpenStack Horizon Overview Page 

A.1.2 Setting up the Network Topology 

To setup our own network topology we should first select “Network” tab, on the left pane, and then “Network 
Topology”. This will bring us to the next page, that shows a resource (the blue vertical line) representing the 
network that will be used for “exposing” our VMs outside of the cloud, i.e. the Internet.  

This resource has been created by the cloud administrator: we can use it but we cannot manipulate it. 

 

Figure 3: OpenStack Network Topology Page 

The first we have to do is to create our own network inside our tenant that will be used to connect our VMs 
and then connect our own private network to the external network. To do so we should click on the “Create 
Network” button, that will lead us to the next page. 
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Figure 4:  OpenStack Private Network Creation (1/3) 

Here we should type the in the network name (e.g. “my-network”) and press “Next”, leading us to the next 
page. 

 

Figure 5: OpenStack Private Network Creation (2/3) 

Here we should type in the Subnet Name (e.g. my-subnet) and the Network Address (e.g. 10.0.0.0/24). 
Please note that the Network Address field refers to the IP addresses that will be used in the subnet. It must 
be in CIDR  notation. After we should press “Next”, bringing us to the next step. 



D3.1.1 - Deployment of the services in the Cloud Infrastructure Version 1.2 

© Storm Clouds 2015  Page 21 of 107 

 

 

Figure 6: OpenStack Private Network Creation (3/3) 

Here we should only fill the DNS Name Server, with the value “10.15.5.22” and then press “Create” to 
confirm. 

 

Figure 7: OpenStack Network Topology Page (including new Network) 

Now that our private network is created we need to create a router for connecting it to the external network 
that the cloud administrator created for us (and all the other cloud users). To do so we should press the 
“Create Router” button and give it a name (e.g. my-router). 
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Figure 8: OpenStack Router Creation 

After that we should confirm creation by pressing the “Create router” button. 

 

Figure 9: OpenStack Network Topology Page (including new Router) 

Now we should connect our router to the external network that the cloud administrator created for us. To do 
so select “Routers” on the left panel, that will list all our routers: 
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Figure 10: OpenStack Routers Overview 

From this screen for the newly created router we should press the “Set Gateway” button that will enable us to 
select which networks our router will connect. 

 

Figure 11: OpenStack Router Configuration 

Here from the drop-down menu “External Network” we should select the ext-net and then press “Set 
Gateway”. 
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Figure 12: OpenStack Routers Overview (with assigned External Network) 

Now we need to connect our own network to the router. From the “the Network Topology” overview page 
hover on then router icon and, when a small panel pops-up, select “view router details”. 

 

Figure 13: OpenStack Network Topology Page (Router connected to Internet) 
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Figure 14: OpenStack Router Details 

From this page, we will add interfaces to our router. To do so we should click on “Add Interface” button, that 
will bring us to the next page. 

 

Figure 15: OpenStack Adding an Interface 

Here from the drop down menu “Subnet” we should make sure that we have selected our own network (e.g. 
my-network) and then confirm our action by pressing the “Add Interface” button. 

If we go back to the Network Topology, we can see the effects of our actions in a graphical way. 
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Figure 16: OpenStack Network Topology Page (Private Network Complete) 

A.1.3 Launching VMs 

The SCP cloud administrator has prepared for us a set of “images”, that they will be used for launching a new 
VM. These images can be considered as the counterpart of a boot disk we have in the physical world but 
existing in the cloud. An image contains the operating system, a certain configuration and maybe some 
software that was installed by the SCP cloud administrator. Moreover the SCP cloud administrator has 
already configured an account on these images and we’ll be using that for connecting. 

For security, privacy and confidentiality reasons before we launch an instance we should: 

 Add security group rules to enable users to ping and use SSH to connect to the instance; 

 Inject a private/public key-pair, which provides SSH access to our instance. 

A.1.3.1 Security Group Configuration 

The cloud platform tries to make its best for security and one way for “hardening” a VM is to define a set of 
rules regarding what kind of network traffic is allowed to go to or come from the VMs. This is what Security 
Groups are all about: they are a sort of IP firewalling rules we can gauge for a better security. 

To configure the security group, on the left pane, select “Compute”, “Access & Security” and then “Security 
Group”. 
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Figure 17: OpenStack Security Groups Overview 

From this screen we will see a “default” security group that is a set of rules that the SCP creates by default 
when a tenant is created (by the cloud administrator). Visit the rules by clicking on “Manage Rules” button. 

 

Figure 18: OpenStack Security Group Rules 

This screen displays the list of rules that allow any traffic to reach the VM from outside the cloud or any traffic 
originated by the VM to go outside. To create a new IP rule for reaching the VM from outside, via SSH, we 
should click on “Add Rule”. 
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Figure 19: OpenStack Security Group Rule Creation 

On the “Rule” list select “SSH” and confirm our action by pressing the “Add” button. 

 

Figure 20: OpenStack Security Group SSH-Rule Creation 

Figure 20 shows that we have added a rule that allows SSH traffic. This protocol used for this kind of traffic is 
specifically designed for a security because the information is encrypted before being sent by any of the two 
participants (you and your VM). This is another feature that is used when running VMs in the cloud where 
security is an essential aspect to address. 

A.1.3.2 Keypair Creation 

On the left pane, of the OpenStack Horizon interface, we should select “Compute”, then “Access & Security” 
and eventually “Key Pairs” tab, as shown in the figure bellow. 
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Figure 21: OpenStack Key Pair Creation (1/2) 

From this screen we should press the “Create Key Pair” button that will open the next screen. 

 

Figure 22: OpenStack Key Pair creation (2/2) 

From this screen we should type in the key-pair name (e.g. my-keypair) and confirm our action by pressing the 
“Create Key Pair” button. At this stage we will be prompted to save a file. This file contains the information 
that will allow us to connect to our VMs. A sort of key (actually it is called a private key) that will allow us to 
open our “safe-like” VMs, or our password for entering the VMs, if we will. We must securely save this file as 
without such a key, we won’t be able to access our VMs. 
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Figure 23: Save key pair 

Now we are ready for starting the VM. 

A.1.3.3 Starting the VM 

To launch our first VM, from the left pane, we should select “Compute” and then “Instances”. 

 

Figure 24: Launching a VM (1/5) 

From this screen we should press “Launch Instance” button. 
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Figure 25: Launching a VM (2/5) 

Type in the “Instance Name” (e.g. my-instance) and complete the form exactly as reported hereunder: 

 Flavor: m1.small 

 Instance Count: 1 

 Instance Boot Source: Boot from Image 

 Image Name: trusty-server-cloudimg-amd64 (243.1MB) 

Proceed by selecting the “Access & Security” tab. 

 

Figure 26: Launching a VM (3/5) 

At this stage OpenStack has already automatically selected the “Key Pair” we’ve created before. Although 
we can have more key pairs, considering that we currently have just one of them, the cloud is smart enough 
for filling out this field for us. Proceed by selecting the “Networking” tab. 
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Figure 27: Launching a VM (4/5) 

At this step we will decide what network(s) the VM will be connected to when launched. We should make sure 
to connect it to the network we’ve created earlier. Please note that we don’t need to connect the VM to the 
external network because it will be connected to it indirectly through the router we’ve created above. 

In order to connect to our network, press on the small icon in blue showing a ‘+’ sign: 

 

Figure 28: Launching a VM (5/5) 

Confirm all configurations by pressing the “Launch” button. This will bring us to the next page, showing that the 
VM has been launched and is actually running in the cloud. 
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Figure 29: OpenStack Instances Overview 

A.1.3.4 Accessing the VM 

When we launched the VM in the cloud, we connected that to our own internal private network. This means 
that it has been assigned an IP address belonging to such a network with the consequence that it is not 
accessible from outside the cloud. 

Figure 29 shows that the VM received (by DHCP) an IP address belonging to 10.0.0.0/24 subnet and, if we 
visit the Network Topology, we can verify that such an address does not belong to the external network. 

In order to be able to access the VM from ext-net we need to associate the VM an IP address belonging to 
ext-net. This is done by NATting the VM IP address (floating IP address). 

A.1.3.4.1 Floating IP Address Association 

The IP addresses on the ext-net are called “floating IP addresses” and, before using one of them, we need to 
reserve it. This is because floating IP addresses are very limited in number and the cloud operator wants us to 
use them with restrictions (and, very often, at a premium). 

To reserve a floating IP we must select from the left pane “Access & Security” and then the “Floating IPs” tab. 
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Figure 30: OpenStack Floating IP allocation (1/4) 

At this screen we should press the “Allocate IP to Project” button and reserve an IP address of ext-net by 
pressing “Allocate IP”. 

 

Figure 31: OpenStack Floating IP allocation (2/4) 

As the next figure indicates we now have an IP address reserved for our purposes, 
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Figure 32: OpenStack Floating IP allocation (3/4) 

Finally we should associate this IP to our instance. To do so, we should press the “Associate” button and in the 
window that pops up, we should select the port of our VM into the “Port to be associated” drop down list. 

 

Figure 33: OpenStack Floating IP allocation (4/4) 

As before, we confirm our action by pressing “Associate” button. 
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Figure 34: OpenStack Floating IPs 

Now our VM is NATted and the cloud infrastructure takes care of dispatching all the traffic directed to the 
floating IP address to our VM using the network connections we built above. 

In other words, our machine is reachable from ext-net that is the network we are connected for accessing the 
Storm Cloud Platform. This means that we can use our favorite terminal client (e.g. Putty) for accessing the VM 
running in the cloud. 

A.1.3.5 VM Connection 

To establish a connection to our VM we will be using PuTTY 12 SSH client. However, before we start using it we 
need to “extract” the private key that will be used for securing our communication with the host. To do so we 
will use: 

a) “PuTTYgen” application and 

b) Key pair created and stored earlier (see A.1.3.2) 

The steps to “extract” the private key are described bellow: 

a. Start “PuTTYgen” application. 

                                                 

 

12 http://www.chiark.greenend.org.uk/~sgtatham/putty/download.html 

http://www.chiark.greenend.org.uk/~sgtatham/putty/download.html


D3.1.1 - Deployment of the services in the Cloud Infrastructure Version 1.2 

© Storm Clouds 2015  Page 37 of 107 

 

 

Figure 35: PuTTYgen 

b. Click on “Load”, select the key file we have created/downloaded earlier (see A.1.3.2) and load it. 
After loading successfully the key, we should see a message like the following 

 

Figure 36: PuTTYgen Successful Foreign Key Import 

c. Save the private key in the format that’s “palatable” to PuTTY by clicking on “Save Private Key”. 

Now we are ready to connect to our instance. Start PuTTY: 

a. In hostname type the floating IP address of our VM and make sure that the connection type is SSH 
and port 22; 

b. From the left pane select “Connection”  “SSH”  “Auth”. Click on “Browse” and select the file we’ve 
just created at the step before; 

c. Click on “Open” and we get the terminal to our VM. 
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Figure 37: SSH PuTTY Connection to our VM (1/2) 

Type in the username that for the rest of this document will be “ubuntu”. 
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Figure 38: SSH PuTTY Connection to our VM (2/2) 
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Annex B Services Modification 

B.1 Municipio de Águeda 

B.1.1 Participação Pública (PPGIS - Public Participation) 

After installing the VM and configuring the network access we used Putty and the issued the following list of 
commands to install and configure the application on the cloud infrastructure: 

$ sudo su 

$ vi /etc/hostname 

and replace with the name of the application, i.e. ppgis 

$vi /etc/hosts 

Here update line 1 with 127.0.0.1 ppgis 

$ reboot 

$ sudo apt-get update 

$ sudo apt-get upgrade 

$ sudo apt-get install redis-server 

$ sudo apt-get install build-essential subversion 

Install PostgreSQL database server 

Before installing PostgreSQL we should install at least one language package. PostgreSQL will not create 
the initial database cluster without any language installed. Install this package or others for different 
languages. 

$ sudo apt-get install language-pack-pt 

 

$ sudo apt-get install postgresql-9.3 postgresql-9.3-postgis-2.1 postgresql-contrib 

$ sudo apt-get install postgresql-server-dev-9.3 postgresql-client-common postgresql-client-9.3 

 

Create new database 

$ sudo su postgres 

$ psql postgres -c "CREATE ROLE geobox LOGIN PASSWORD 'geobox' SUPERUSER INHERIT CREATEDB 
CREATEROLE REPLICATION;" 

$ createdb -O geobox geopublic 

$ psql geopublic -c "CREATE EXTENSION adminpack;" 

$ psql geopublic -c "CREATE EXTENSION postgis;" 

$ psql geopublic -c "CREATE EXTENSION hstore;" 

$ exit 

 

 “geobox” is the password that will be used latter so make a note on it. 

 

Load initial database contents 

$ wget https://raw.githubusercontent.com/jgrocha/geopublic/master/geopublic-demo.backup  

$ export PGPASSWORD=geobox; pg_restore -h localhost -d geopublic -C -U geobox geopublic-demo.backup 

 

Install node.js 

$ sudo apt-add-repository ppa:chris-lea/node.js 

$ sudo apt-get update 

$ sudo apt-get install nodejs 

$ sudo npm install -g forever 

https://raw.githubusercontent.com/jgrocha/geopublic/master/geopublic-demo.backup
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$ sudo chown -R ubuntu:ubuntu .npm 

 

Install the PPGIS application 

$ mkdir public_html 

$ cd public_html/ 

$ svn checkout https://github.com/jgrocha/geopublic/trunk/node-server/extdirect-pg . 

$ npm update 

$ svn checkout https://github.com/jgrocha/geopublic/trunk/client/GeoPublic/build/production/GeoPublic 
public 

$ mkdir -p public/uploads 

$ exit 

 

Start the application 

$ cd ~/public_html/ 

$ NODE_ENV=production forever start server.js 

sudo is necessary to run the application on port 80. 

 

Stop the application 

$ cd public_html 

$ forever stop server.js 

Add a new rule in the OpenStack Horizon: 

1. Custom TCP port: 3003 ingress 

Configuring SMTP 

The server should provide the SMTP service. 

Install postfix and select Internet Site from the available options. 

$ sudo apt-get install postfix 

Table 1: Municipio de Águeda application installation/configuration commands 

B.2 Ayuntamiento de Valladolid 

B.2.1 Urbanismo en Red (UeR) 

After installing the VM and configuring the network access we used Putty and the issued the following list of 
commands to install and configure the application on the cloud infrastructure: 

$ sudo su 

$ vi /etc/hostname 

and replace with the name of the application, i.e. uer 

$vi /etc/hosts 

Here update line 1 with 127.0.0.1 uer 

$ reboot 

Update sources.list  

$ cd /etc/apt 

$ vi sources.list  

 

and replace with: 

 

# 
# deb cdrom:[Ubuntu-Server 10.04 LTS _Lucid Lynx_ - Release amd64 (20100427)]/ lucid main restricted 
#deb cdrom:[Ubuntu-Server 10.04 LTS _Lucid Lynx_ - Release amd64 (20100427)]/ lucid main restricted 
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# See http://help.ubuntu.com/community/UpgradeNotes for how to upgrade to 
# newer versions of the distribution. 
deb http://es.archive.ubuntu.com/ubuntu/ lucid main restricted 
deb-src http://es.archive.ubuntu.com/ubuntu/ lucid main restricted 
## Major bug fix updates produced after the final release of the 
## distribution. 
deb http://es.archive.ubuntu.com/ubuntu/ lucid-updates main restricted 
deb-src http://es.archive.ubuntu.com/ubuntu/ lucid-updates main restricted 
## N.B. software from this repository is ENTIRELY UNSUPPORTED by the Ubuntu 
## team. Also, please note that software in universe WILL NOT receive any 
## review or updates from the Ubuntu security team. 
deb http://es.archive.ubuntu.com/ubuntu/ lucid universe 
deb-src http://es.archive.ubuntu.com/ubuntu/ lucid universe 
deb http://es.archive.ubuntu.com/ubuntu/ lucid-updates universe 
deb-src http://es.archive.ubuntu.com/ubuntu/ lucid-updates universe 
## N.B. software from this repository is ENTIRELY UNSUPPORTED by the Ubuntu 
## team, and may not be under a free licence. Please satisfy yourself as to 
## your rights to use the software. Also, please note that software in 
## multiverse WILL NOT receive any review or updates from the Ubuntu 
## security team. 
deb http://es.archive.ubuntu.com/ubuntu/ lucid multiverse 
deb-src http://es.archive.ubuntu.com/ubuntu/ lucid multiverse 
deb http://es.archive.ubuntu.com/ubuntu/ lucid-updates multiverse 
deb-src http://es.archive.ubuntu.com/ubuntu/ lucid-updates multiverse 
## Uncomment the following two lines to add software from the 'backports' 
## repository. 
## N.B. software from this repository may not have been tested as 
## extensively as that contained in the main release, although it includes 
## newer versions of some applications which may provide useful features. 
## Also, please note that software in backports WILL NOT receive any review 
## or updates from the Ubuntu security team. 
# deb http://es.archive.ubuntu.com/ubuntu/ lucid-backports main restricted universe multiverse 
# deb-src http://es.archive.ubuntu.com/ubuntu/ lucid-backports main restricted universe multiverse 
## Uncomment the following two lines to add software from Canonical's 
## 'partner' repository. 
## This software is not part of Ubuntu, but is offered by Canonical and the 
## respective vendors as a service to Ubuntu users. 
# deb http://archive.canonical.com/ubuntu lucid partner 
# deb-src http://archive.canonical.com/ubuntu lucid partner 
deb http://security.ubuntu.com/ubuntu lucid-security main restricted 
deb-src http://security.ubuntu.com/ubuntu lucid-security main restricted 
deb http://security.ubuntu.com/ubuntu lucid-security universe 
deb-src http://security.ubuntu.com/ubuntu lucid-security universe 
deb http://security.ubuntu.com/ubuntu lucid-security multiverse 
deb-src http://security.ubuntu.com/ubuntu lucid-security multiverse 

$ apt-get install ssh 

$ cd /etc/ssh 

Update the Authentication: 

$ vi sshd_config 

From: To: 

PermitRootLogin yes PermitRootLogin no 

$ service ssh restart 

$ apt-get update 

$ apt-get dist-upgrade 

Now its time to replace the locales with: 

$ cd /etc/init.d 
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$ vi /var/lib/locales/supported.d/local 

es_ES ISO-8859-1 

en_US.UTF-8 UTF-8 

es_ES.UTF-8 UTF-8 

Update environment PATH 

$ vi /etc/environment  

LC_TYPE=es_ES 

LC_ALL=es_ES 

LANG="es_ES" 

LANGUAGE="es_ES:es:en_US:en" 

PATH="/usr/local/sbin:/usr/local/bin:/usr/sbin:/usr/bin:/sbin:/bin:/usr/games" 

Update locale: 

$ vi /etc/default/locale  

LANG=”es_ES” 

$ dpkg-reconfigure locales 

$ reboot 

At this point we need to download all files necessary for the installation/configuration of all involved 
modules: 

$ mkdir /download 

$ mkdir /download/urbr 

$ mkdir /download/urbr/Version-2.0.0 

$ mkdir /download/urbr/Version-2.0.0/SOFTWARE 

$ chmod 777 /download/urbr/Version-2.0.0/SOFTWARE 

Download and unzip here contents from: 

 http://documentacion.grupotecopy.es/soporte/redes/redes.zip 

 http://documentacion.grupotecopy.es/soporte/redes/postgresql-8.4.9.bin.zip  

At this point in the installation we will install all the applications necessary for the proper functioning of the 
suite, i.e. installation of the database system (PostgreSQL), the rocket engine (Postgis), the application server 
(JBoss) and the map server (Geoserver). Before installing we must create the repository in which downloads 
are stored. 

Installation and configuration of PostgreSQL 8.4: 

Installing the PostgreSQL database, requires prior installation of the library "libxml2" and "libpq5". Hence: 

$ apt-get install libxml2 libpq5 libreadline5 

$ cd /download/urbr/Version-2.0.0/SOFTWARE 

$ chmod 755 postgresql-8.4.9.bin 

$ mkdir /urbr 

$ mkdir /urbr/database 

$ ./postgresql-8.4.9.bin 

 

Installation Directory [/opt/PostgreSQL/8.4]:  

/urbr/database/PostgreSQL/8.4 

Data Directory [/urbr/database/PostgreSQL/8.4/data]: 

/urbr/database/PostgreSQL/8.4/data 

http://documentacion.grupotecopy.es/soporte/redes/redes.zip
http://documentacion.grupotecopy.es/soporte/redes/postgresql-8.4.9.bin.zip
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Password: UrBr09 

Retype Password : UrBr09 

Port [5432]:5432 

Locale Option: 1 (default locale)  

Install pl/pgsql in template1 database? [Y/n]: Y 

Do you want to continue? [Y/n]: Y 

Stack Builder may be used to download and install additional tools, drivers and applications to complement 
your PostgreSQL installation. [Y/n]: N 

 

Next step is to install connection client: 

$ /download/urbr/Version-2.0.0/SOFTWARE# dpkg -i postgresql-client-common_114_all.deb 

$ /download/urbr/Version-2.0.0/SOFTWARE# dpkg -i postgresql-client-8.4_8.4.9-
0ubuntu0.10.04_amd64.deb 

$ cd / 

$ vi /urbr/database/PostgreSQL/8.4/data/pg_hba.conf 

# "local" is for Unix domain socket connections only 

local  all     all                ident sameuser 

# IPv4 local connections: 

host  all     all     127.0.0.1/32       md5 

host  all     all     10.0.0.12/0 md5 here we should use the internal IP of the VM that runs our application 

 

$ vi /urbr/database/PostgreSQL/8.4/data/postgresql.conf 

listen_addresses = '*'       # what IP address(es) to listen on; 

                 # comma-separated list of addresses; 

                  # defaults to 'localhost', '*' = all 

                  # (change requires restart) 

port = 5432             # (change requires restart) 

max_connections = 100        # (change requires restart) 

Installation and configuration of Postgis 1.4.0 

$ cd /download/urbr/Version-2.0.0/SOFTWARE 

$ apt-get install libc6-dev g++ gcc 

$ tar -xvzf postgis-1.4.0.tar.gz 

$ mv postgis-1.4.0 /urbr/database/PostgreSQL/8.4/share/postgresql/contrib/ 

$ cd /urbr/database/PostgreSQL/8.4/share/postgresql/contrib/postgis-1.4.0/ 

$ apt-get install flex 

$ apt-get install make 

 

The library "Proj4" is a library used for transformation between different coordinate reference systems. The 
steps to unpack, relocate and finally install are: 
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$ cd /download/urbr/Version-2.0.0/SOFTWARE 

$ tar -zxvf proj-4.6.1.tar.gz 

$ mv proj-4.6.1 /urbr/database/PostgreSQL/8.4/share/postgresql/contrib/ 

$ cd /urbr/database/PostgreSQL/8.4/share/postgresql/contrib/proj-4.6.1/ 

$ ./configure && make clean && make 

$ make install 

$ ldconfig 

 

The GEOS library is used to solve topological problems. Installation will follow the same steps as with Proj4 
library. 

$ cd /download/urbr/Version-2.0.0/SOFTWARE 

$ tar xvjf geos-3.3.1.tar.bz2 

$ mv geos-3.3.1 /urbr/database/PostgreSQL/8.4/share/postgresql/contrib/ 

$ cd /urbr/database/PostgreSQL/8.4/share/postgresql/contrib/geos-3.3.1/ 

$ ./configure && make clean && make 

$ make install 

$ ldconfig 

$ cd ../postgis-1.4.0 

$ apt-get install libcunit1 libcunit1-dev 

$ apt-get install libpq5 

 

Update "ld.so.conf" with the path to the Postgres libraries "/urbr/database/PostgreSQL/8.4/lib/": 

$ vi /etc/ld.so.conf 

include /etc/ld.so.conf.d/*.conf 

/urbr/database/PostgreSQL/8.4/lib/ 

$ cd /urbr/database/PostgreSQL/8.4/lib/ 

$ rm libtermcap.so.2 

$ rm libxml2.so.2 

$ rm libxslt.so.1 

$ rm libedit.so.0 

$ /sbin/ldconfig 

 

Finally, after obtaining the binary of the application, we should run the installation indicating the location of 
the PostgreSQL configuration file: 

$ cd /urbr/database/PostgreSQL/8.4/share/postgresql/contrib/postgis-1.4.0 

$ ./configure --with-pgsql=/urbr/database/PostgreSQL/8.4/bin/pg_config --with-
geos=/usr/local/bin/geos-config --with-pgconfig=/urbr/database/PostgreSQL/8.4/bin/pg_config 

 

We should get something like: 

configure: WARNING: unrecognized options: --with-pgsql, --with-geos 

  PostGIS is now configured for x86_64-unknown-linux-gnu 
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 -------------- Compiler Info ------------- 

  C compiler:           gcc -g -O2 

  C++ compiler:         g++ -g -O2 

 -------------- Dependencies -------------- 

  GEOS config:          /usr/local/bin/geos-config 

  GEOS version:         3.3 

  PostgreSQL config:    /urbr/database/PostgreSQL/8.4/bin/pg_config 

  PostgreSQL version:   8.4 

  PROJ4 version:        46 

  PostGIS debug level:  0 

 -------- Documentation Generation -------- 

  xsltproc: 

  xsl style sheets: 

  dblatex: 

  convert: 

 

$ make 

$ make install 

$ reboot 

 

To complete the installation process of Postgis, we should create a template. This will create a new database 
called "template_postgis", where specific features will be added, and will be used to connect to it. 

 

$ sudo su 

$ cd / 

$ chmod ugo+w /urbr/database/PostgreSQL/8.4/ 

$ psql -U postgres -h 127.0.0.1 

Password for user postgres: UrBr09 

 

postgres=# create database template_postgis; 

CREATE DATABASE 

 

postgres=# \q 

 

$ createlang -U postgres -h 127.0.0.1 plpgsql template_postgis 

Password: UrBr09 

$ cd /urbr/database/PostgreSQL/8.4/share/postgresql/contrib/postgis-1.4.0/ 

$ psql -U postgres -d template_postgis -f ../postgis.sql 

Password for user postgres: UrBr09 

$ psql -U postgres -d template_postgis -f spatial_ref_sys.sql 

Password for user postgres: UrBr09 

 

$ cd ./doc 

$ make comments-install 

In the first run the command "make comments-install" will give the following error: 
./xsl/postgis_comments.sql.xsl reference.xml > postgis_comments.sql 

/bin/sh: ./xsl/postgis_comments.sql.xsl: Permission denied 

make: *** [postgis_comments.sql] Error 126 
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so it is necessary to run a second time: 

$ make comments-install 

$ psql -U postgres -d template_postgis -f ../../postgis_comments.sql 

Password for user postgres: UrBr09 

Installation of Java JDK 7 64bits 

$ cd /download/urbr/Version-2.0.0/SOFTWARE 

$ tar -xvzf jdk-7u2-linux-x64.tar.gz 

$ mkdir /urbr/app 

$ mv jdk1.7.0_02 /urbr/app/ 

$ cd /urbr/app/ 

 

After installation, we define the variables needed to use the application server: 

$ vi /etc/environment 

Add the following: JAVA_HOME="/urbr/app/jdk1.7.0_02" 

And update PATH with “:$JAVA_HOME/bin” 

$ reboot 

Installation of JBoss 

$ sudo su 

$ cd /download/urbr/Version-2.0.0/SOFTWARE 

$ apt-get install unzip 

$ unzip jboss-as-7.0.2.Final.zip 

$ mkdir /urbr/app/jboss7 

$ mv jboss-as-7.0.2.Final/* /urbr/app/jboss7 

 

Once installed, we need to generate a new file which will start or pause the application, the file will be 
located in the same place that housed the rest of executable: 

$ vi /etc/init.d/jboss 

#!/bin/sh 
### BEGIN INIT INFO 
# Provides: jboss 
# Required-Start: $local_fs $remote_fs $network $syslog 
# Required-Stop: $local_fs $remote_fs $network $syslog 

# Default-Start: 2 3 4 5 
# Default-Stop: 0 1 6 
# Short-Description: Management of JBoss AS v7.x 
### END INIT INFO 
#Defining JBOSS_HOME 
export JBOSS_HOME=/urbr/app/jboss7 
export JAVA_HOME=/urbr/app/jdk1.7.0_02 
export REDES_PATH=/urbr/app 
case "$1" in 
start) 
echo "Starting JBoss AS7..." 
sh ${JBOSS_HOME}/bin/standalone.sh & 
;; 
stop) 
echo "Stopping JBoss AS7..." 
sh ${JBOSS_HOME}/bin/jboss-admin.sh --connect command=:shutdown 
;; 
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*) 
echo "Usage: /etc/init.d/jboss {start|stop|log}" 
exit 1 
;; esac 
exit 0 

 

After the configuration file, proceed to assign execution privileges and create links for start and stop with 
the start and stop of the operating system: 

$ cd /etc/init.d/ 

$ chmod 755 jboss 

$ update-rc.d jboss defaults 

We should see something like: 

/etc/rc0.d/K20jboss -> ../init.d/jboss 
/etc/rc1.d/K20jboss -> ../init.d/jboss 
/etc/rc6.d/K20jboss -> ../init.d/jboss 
/etc/rc2.d/S20jboss -> ../init.d/jboss 
/etc/rc3.d/S20jboss -> ../init.d/jboss 
/etc/rc4.d/S20jboss -> ../init.d/jboss 
/etc/rc5.d/S20jboss -> ../init.d/jboss 

 

Next we set the minimum values of memory to run the application server. The parameters to change are 
“JAVA_OPTS="-Xms2048m -Xmx4096m” where the minimum and maximum RAM to JBOSS is set.  

We then add parameter:  

“-DRELINQUISH_LOG4J_CONTROL=true”  

and we delete: 

“-Djava.net.preferIPv4Stack=true” 

$ vi /urbr/app/jboss7/bin/standalone.conf 

if [ "x$JAVA_OPTS" = "x" ]; then 

  JAVA_OPTS="-Xms1024m -Xmx2048m -XX:MaxPermSize=512m -Dorg.jboss.resolver.warning=true -
Dsun.rmi.dgc.client.gcInterval=3600000 -Dsun.rmi.dgc.server.gcInterval=3600000 -
DRELINQUISH_LOG4J_CONTROL=true" 

 

We should then backup file "standalone.xml" and make a new copy of the file "standalone-preview-ha.xml" 
with the name "standalone.xml".  

$ cd /urbr/app/jboss7/standalone/configuration/ 

$ mv standalone.xml standalone.xml.org 

$ cp standalone-preview.xml standalone.xml 

 

After that we must change the IP address of the "management" and "public" interfaces, being the same as 
the server. For that we need to edit standalone.xml on line 420 and line 381. 

$ vi standalone.xml 

… 
… 
subsystem xmlns="urn:jboss:domain:ejb3:1.1" lite="true"> 
      <session-bean> 
        <stateless> 
… 
… 
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<interfaces> 
    <interface name="management"> 
      <inet-address value="${jboss.bind.address.management:10.0.0.12}"/> 
    </interface> 
    <interface name="public"> 
      <inet-address value="${jboss.bind.address: 10.0.0.12}"/> 
    </interface> 
  </interfaces> 
        <subsystem xmlns="urn:jboss:domain:transactions:1.0"> 
            <core-environment> 
                <process-id> 
                    <uuid/> 
                </process-id> 
            </core-environment> 
            <recovery-environment socket-binding="txn-recovery-environment" status-socket binding="txn-status-
manager"/> 
            <coordinator-environment default-timeout="300000"/> 

            <object-store/> 
        </subsystem> 

 

Next we must enable Jboss Messaging mechanism (MDB). To do so locate the following text on line 285 and 
then on line 393 

From: To: 

<jms-destinations> 
                <jms-queue name="testQueue"> 
                    <entry name="queue/test"/> 
                </jms-queue> 
                <jms-topic name="testTopic"> 
                    <entry name="topic/test"/> 
                </jms-topic> 
</jms-destinations> 

<jms-destinations> 
               <jms-queue name="generacionFipQueue"> 
                   <entry name="queue/GeneradorFip"/> 
                       <entry 
name="java:jboss/exported/jms/queue/GeneradorFip"/> 
               </jms-queue> 
               <jms-queue name="cambiosQueue"> 
                   <entry name="queue/CambiosBD"/> 
                   <entry 
name="java:jboss/exported/jms/queue/CambiosBD"/> 
               </jms-queue> 
               <jms-topic name="testTopic"> 
                   <entry name="topic/test"/> 
                   <entry 
name="java:jboss/exported/jms/topic/test"/> 
               </jms-topic> 
           </jms-destinations> 

<wsdl-host>localhost</wsdl-host> <wsdl-host>10.15.5.238</wsdl-host> 
<wsdl-port>80</wsdl-port> 

Finally define variable “JBOSS_HOME” and update path: 

$ cd /etc/init.d 

$ vi /etc/environment 

JBOSS_HOME="/urbr/app/jboss7" 

“:$JBOSS_HOME/bin” 

Add 2 new rules in the OpenStack Horizon: 

1. Custom TCP port: 8080 ingress 

2. Custom TCP port: 9990 ingress 

Start the application server 

$ ./jboss start 

Access Jboss at: 10.15.5.238:8080 
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Enter the “Administration Console” 

 

 

 

Click "Manage Deployments" in the left menu 
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Click on "Add Content" and select "postgresql-8.4-703.jdbc4.jar" file located in the local machine folder 
“Valladolid/redes” 

 

 

Click "Next" and in the following window "Save" 
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Enable it by clicking on "Enable" and confirm with "OK" 

 

 

Repeat same procedure for “jboss-ejb3-plugin-1.0.19-installer.jar” 

Installation of Geoserver 2.1.2 
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GeoServer is a map server developed in open source java, able to publish spatial information using open 
standards. 

$ cd  /download/urbr/Version-2.0.0/SOFTWARE 

$ mv geoserver.war geoserver.zip 

$ mkdir geoserver.war 

$ unzip geoserver.zip -d ./geoserver.war/ 

$ vi ./geoserver.war/META-INF/jboss-deployment-structure.xml 

Update jboss-deployment-structure.xml : 

 

<?xml version="1.0" encoding="UTF-8"?> 
 

<jboss-deployment-structure> 
 <!-- Make sub deployments isolated by default, so they cannot see each others classes without a Class-Path 
entry --> 
  <ear-subdeployments-isolated>false</ear-subdeployments-isolated> 
 <!-- This corresponds to the top level deployment. For a war this is the war's module, for an ear --> 
 <!-- This is the top level ear module, which contains all the classes in the EAR's lib folder --> 
   
  <deployment> 
  <!-- Exclusions allow you to prevent the server from automatically adding  
   some dependencies --> 
    <exclusions> 
    <module name="sun.jdk" /> 
  </exclusions> 
  <!-- This allows you to define additional dependencies, it is the same as using the Dependencies: 
manifest attribute --> 
    <dependencies> 
      <module name="org.apache.xalan"/> 
      <module name="org.apache.xerces"/> 
      <module name="org.apache.log4j"/> 
      <module name="javax.rmi.api"/> 
      <module name="system"/> 
   <!--<module name="org.apache.commons.logging" export="true" /> 
   <module name="org.hibernate" export="true"/>--> 
    </dependencies> 
  <!-- These add additional classes to the module. In this case it is the same as including the jar in the 
EAR's lib directory resources> 
    <resource-root path="jboss-seam.jar" /> 
  </resources --> 
  </deployment> 
</jboss-deployment-structure> 

 

Create a folder to store Geoserver data: 

$ mkdir /urbr/app/geoserver.war 

 

Edit the variable with the Geoserver data: 

$ vi /etc/environment 

GEOSERVER_DATA_DIR="/urbr/app/geoserver.war/data” 

 

Geoserver data are located in the folder we’ve created earlier: 

$ cd geoserver.war 
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$ cp -R data/ /urbr/app/geoserver.war/ 

$ export GEOSERVER_DATA_DIR="/urbr/app/geoserver.war/data" 

 

Access Jboss AS at 10.15.5.238:8080 and enter the “Administration Console” 

 

 

 

Click "Manage Deployments" in the left menu 
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Click "Add Content" and select the file "geoserver.war" located in the local machine folder 
“Valladolid/redes” 

 

 

Click "Next" and in the following window click "Save" 



Version 1.2  D3.1.1 - Deployment of the services in the Cloud Infrastructure  

 

Page 56 of 107  © Storm Clouds 2015 

 

 

 

 

 

Enable it by clicking on "Enable" and confirm with "OK". 
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Data Installation 

This section described the steps needed for the deployment of all components of the Suite, starting with the 
creation of different databases, loading of initial documentation, application server connection to databases 
and other deployment services. 

$ chmod 777 /download/urbr/Version-2.0.0 

Upload the “BBDD” zip file and “EJECUTABLES - No war and ear zip” file from local machine under 
…\Valladolid\Consola.v2.0 to VM under /download/urbr/Version-2.0.0/ 

 

When unzipped rename the “EJECUTABLES - No war and ear” to “EJECUTABLES” 

Database creation 

$ cd /download/urbr/Version-2.0.0/BBDD/New 

$ psql -f template_rpm_v2.sql -U postgres 

Password: UrBr09 

 

Dictionary Data Load 

$ psql -f diccionario.sql -U postgres 

Password: UrBr09 

 

NOTE: Execution of the dictionaries script can fail while creating certain sequences. These are not strictly necessary since 
not all local authorities use them and these errors do not affect the installation and / or operation of Data Installation 
operation 

$ psql -f planeamiento.sql -U postgres 

Password: UrBr09 

 

Creating role for user admin 
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$ psql -f seguridad.sql -U postgres 

Password: UrBr09 

 

Creation of Data Validation 

$ psql -f validacion.sql -U postgres 

Password: UrBr09 

 

Creation of the Hibernate sequence 

$ psql -f RPM_hibernate_sequence.sql -U postgres 

Password: UrBr09 

 

NOTE: The creation of the Hibernate sequence can produce ERROR, this sequence is launched to check the existence of 
the sequence. If it does not exist, it is generated. 

 

Creation of the function Tablefunc 

$ psql -f tablefunc.sql -U postgres 

Password: UrBr09 

 

Access Jboss at: 10.15.5.238:8080 

 

 

Enter the “Administration Console” 
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Click "Add" 
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Enter RPMV2 in "Name" and "JNDI Name" and click "Next" 

 

 

Choose the "postgresql-8.4-703.jdbc4.jar" driver and click "Next" 
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Enter the following data: 

Connection URL: jdbc:postgresql://10.0.0.35:5432/RPM 
Username: postgres 
Password: UrBr09 

 

Click “Done” 
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Application Service Deployment 

Copy folder "conf" and "var" 

$ cd /download/urbr/Version-2.0.0/EJECUTABLES 

$ cp -R conf/ /urbr/app 

$ cp -R var/ /urbr/app 

 

The parameterization of the configuration files is performed by extracting the ".war" and ".ear" files, 
modifying and re-add them. Hence: 

a) Visor (urbanismoenred_Visor.war) 

Edit web.xml under urbanismoenred_Visor.war\WEB-INF so that: 

<context-param> 
        <param-name>wsdl-url</param-name> 
        <param-value>http://www.storm-uer.com/urbanismoenredWS/urbrWS?wsdl</param-value> 
    </context-param> 
 

Edit perfiles.xml under urbanismoenred_Visor.war.rar\XML\ so that: 

<?xml version="1.0" encoding="UTF-8"?> 

 

<!-- 

    Document   : perfiles.xml 

    Created on : 1 de diciembre de 2008, 16:02 

    Author     : jorge.bodas 

    Description: 

        Purpose of the document follows. 

--> 

<visores> 

 

 <visor ubicacionVisor="VALLADOLID" 

    idAmbito="7241" 

    idAmbitoBusquedas="7241" 

    ambito="VALLADOLID" 

    provincia="VALLADOLID" 

    municipio="VALLADOLID" 

    baseLayerGoogle="false" 

    projection="EPSG:23030" 

    displayProjection="EPSG:23030" 

    projectionConsultaServicios="EPSG:23030" 

    zoomInicial="14" 

    maxExtent="200000, 3800000, 450000, 5400000" 

    center="356487, 4613023" 

    lang="es" 

    lang_disponibles="es,en" 
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    maxAreaConsultaPoligono="50000" 

    imgPath="styles/images/" 

    onImageLoadErrorColor="transparent" 

    IMAGE_RELOAD_ATTEMPTS="2" 

    tileWidth="256" 

    tileHeight="256" 

    factorMovimiento="400" 

    rutaLogo1="styles/images/logotipoValladolid.png" 

    rutaLogo2="styles/images/logotipoFEDER.png" 

   
 rutaXMLServicios="http://10.15.5.238:8080/urbanismoenredWS/RestMethod" 

    rutaExportDibujos="/urbr/app/jboss/var/tmp" 

   
 urlRegistro="http://10.15.5.238/urbanismoenredWS/lanzaderas/arbolambitosVIS/arbolambVIS.js
p" 

   
 urlRegistroCoordenadas="http://10.15.5.238:8080/urbanismoenredWS/lanzaderas/arbolambitos
Coords/arbolambCoords.jsp" 

    urlRegistroWS="http://10.15.5.238:8080/urbanismoenredWS/" 

   
 rutaSuperficies="http://10.15.5.238:8080/urbanismoenredWS/FichaSuperficies" 

    maxResolution="200000" 

    numZoomLevels="24" 

   
 rutaCatastroProvincias="http://ovc.catastro.meh.es/ovcservweb/OVCSWLocalizacionRC/OVCCallej
ero.asmx/ConsultaProvincia" 

   
 rutaCatastroMunicipios="http://ovc.catastro.meh.es/ovcservweb/OVCSWLocalizacionRC/OVCCallej
ero.asmx/ConsultaMunicipio" 

   
 rutaCatastroCoord="http://ovc.catastro.meh.es/ovcservweb/OVCSWLocalizacionRC/OVCCoordena
das.asmx/Consulta_RCCOOR_Distancia" 

   
 rutaCatastroRefCat="http://ovc.catastro.meh.es/ovcservweb/OVCSWLocalizacionRC/OVCCoorden
adas.asmx/Consulta_CPMRC" 

    serviciosWMS="IDEE-Geologico,http://www.idee.es/wms/IDEE-
Geologico/IDEE-
Geologico?;Catastro,http://ovc.catastro.meh.es/Cartografia/WMS/ServidorWMS.aspx?;Cartociudad,http://
www.cartociudad.es/wms/CARTOCIUDAD/CARTOCIUDAD?;PNOA,http://www.idee.es/wms/PNOA/PNOA?;
SIU,http://siu.vivienda.es/ows/wms?;Vías 
Pecuarias,http://wms.marm.es/sig/biodivViasPecuarias/wms.aspx?;Humedales,http://wms.marm.es/sig/biodi
vHumedales/wms.aspx?;Espacios Naturales Protegidos,http://wms.marm.es/sig/biodivENP/wms.aspx?;Zonas 
de Interés para las Aves (Ibas),http://wms.marm.es/sig/biodivIBAS/wms.aspx?;Dominio Público Marítimo 
Terrestre,http://wms.marm.es/sig/DPMT/wms.aspx;Mapa de cultivos y aprovechamientos (2000-
2010),http://wms.marm.es/sig/MapaCultivos2000-2010/wms.aspx;Mapa Forestal de España 
(MFE50),http://wms.marm.es/sig/MFE/wms.aspx?" 

    serviciosWFS="SIU,http://siu.vivienda.es/geoserver/wfs" 

    activarConsultaFicha="true" 

   
 tiposDeFichas="FichaUrbanistica;FichaGenerica?Plantilla=PlantillaDeterminaciones" 

    rutaFichasBase="http://10.15.5.238:8080/urbanismoenredWS/" 
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    rutaPrintModule="http://10.15.5.238:8080/urbanismoenredWS/Print" 

    zoomResultadosBusquedas="14" 

    maxPuntosGeometria="5000" 

    ExtensionTiles="-2.003750834E7,-
2.003750834E7,2.003750834E7,2.003750834E7" 

    > 

 </visor> 

 

 <visor ubicacionVisor="VALLADOLID" 

    idAmbito="72412" 

    idAmbitoBusquedas="72412" 

    ambito="VALLADOLID" 

    provincia="VALLADOLID" 

    municipio="VALLADOLID" 

    baseLayerGoogle="false" 

    projection="EPSG:23030" 

    displayProjection="EPSG:23030" 

    projectionConsultaServicios="EPSG:23030" 

    zoomInicial="14" 

    maxExtent="200000, 3800000, 450000, 5400000" 

    center="356487, 4613023" 

    lang="es" 

    lang_disponibles="es,en" 

    maxAreaConsultaPoligono="50000" 

    imgPath="styles/images/" 

    onImageLoadErrorColor="transparent" 

    IMAGE_RELOAD_ATTEMPTS="2" 

    tileWidth="256" 

    tileHeight="256" 

    factorMovimiento="400" 

    rutaLogo1="styles/images/logotipoValladolid.png" 

    rutaLogo2="styles/images/logotipoFEDER.png" 

   
 rutaXMLServicios="http://10.15.5.238:8080/urbanismoenredWS/RestMethod" 

    rutaExportDibujos="/urbr/app/jboss/var/tmp" 

   
 urlRegistro="http://10.15.5.238:8080/urbanismoenredWS/lanzaderas/arbolambitosVIS/arbolamb
VIS.jsp" 

   
 urlRegistroCoordenadas="http://10.15.5.238:8080/urbanismoenredWS/lanzaderas/arbolambitos
Coords/arbolambCoords.jsp" 

    urlRegistroWS="http://10.15.5.238:8080/urbanismoenredWS/" 
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 rutaSuperficies="http://10.15.5.238:8080/urbanismoenredWS/FichaSuperficies" 

    maxResolution="200000" 

    numZoomLevels="24" 

   
 rutaCatastroProvincias="http://ovc.catastro.meh.es/ovcservweb/OVCSWLocalizacionRC/OVCCallej
ero.asmx/ConsultaProvincia" 

   
 rutaCatastroMunicipios="http://ovc.catastro.meh.es/ovcservweb/OVCSWLocalizacionRC/OVCCallej
ero.asmx/ConsultaMunicipio" 

   
 rutaCatastroCoord="http://ovc.catastro.meh.es/ovcservweb/OVCSWLocalizacionRC/OVCCoordena
das.asmx/Consulta_RCCOOR_Distancia" 

   
 rutaCatastroRefCat="http://ovc.catastro.meh.es/ovcservweb/OVCSWLocalizacionRC/OVCCoorden
adas.asmx/Consulta_CPMRC" 

    serviciosWMS="IDEE-Geologico,http://www.idee.es/wms/IDEE-
Geologico/IDEE-
Geologico?;Catastro,http://ovc.catastro.meh.es/Cartografia/WMS/ServidorWMS.aspx?;Cartociudad,http://
www.cartociudad.es/wms/CARTOCIUDAD/CARTOCIUDAD?;PNOA,http://www.idee.es/wms/PNOA/PNOA?;
SIU,http://siu.vivienda.es/ows/wms?;Vías 
Pecuarias,http://wms.marm.es/sig/biodivViasPecuarias/wms.aspx?;Humedales,http://wms.marm.es/sig/biodi
vHumedales/wms.aspx?;Espacios Naturales Protegidos,http://wms.marm.es/sig/biodivENP/wms.aspx?;Zonas 
de Interés para las Aves (Ibas),http://wms.marm.es/sig/biodivIBAS/wms.aspx?;Dominio Público Marítimo 
Terrestre,http://wms.marm.es/sig/DPMT/wms.aspx;Mapa de cultivos y aprovechamientos (2000-
2010),http://wms.marm.es/sig/MapaCultivos2000-2010/wms.aspx;Mapa Forestal de España 
(MFE50),http://wms.marm.es/sig/MFE/wms.aspx?" 

    serviciosWFS="SIU,http://siu.vivienda.es/geoserver/wfs" 

    activarConsultaFicha="true" 

   
 tiposDeFichas="FichaUrbanistica;FichaGenerica?Plantilla=PlantillaDeterminaciones" 

    rutaFichasBase="http://10.15.5.238:8080/urbanismoenredWS/" 

    rutaPrintModule="http://10.15.5.238:8080/urbanismoenredWS/Print" 

    zoomResultadosBusquedas="14" 

    maxPuntosGeometria="5000" 

    ExtensionTiles="-2.003750834E7,-
2.003750834E7,2.003750834E7,2.003750834E7" 

    > 

 </visor> 

 

 <!-- FIN URBR --><!-- 
//////////////////////////////////////////////////////////////////////////////// --> 

 

</visores> 

b) Consola (UrbanismoEnRedV2.ear) 

Open the .ear file and the open the “Urbanismoenred-serviciosV2.jar” 
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We will modify the following three files “refundido.properties”, “consola.properties” and 
“visorConsola.properties” under Urbanismoenred-
serviciosV2.jar\es\mitc\redes\urbanismoenred\utils\recursos\textos so that  

refundido.properties contains: 

URL_CONEXION=jdbc:postgresql://10.0.0.12:5432/RPM 

consola.properties contains: 

projection=EPSG:23030 

and visorConsola.properties contains: 

URL_VISOR=http://www.storm-uer.com/Visor 
URL_FICHAS=http:// www.storm-uer.com/urbanismoenredWS/FichaConfigurada 
WMS.ENTIDADES_RPM=url,layers,format 
WMS.ENTIDADES_RPM.url=http://www.storm-uer.com /geoserver/wms 
WMS.ENTIDADES_RPM.layers=sf:entidades_capa 
WMS.ENTIDADES_RPM.format=image/png 
WMS.ENTIDADES_VAL=url,layers,format 
WMS.ENTIDADES_VAL.url=http://www.storm-uer.com /geoserver/wms 
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WMS.ENTIDADES_VAL.layers=sf:entidades_val 
WMS.ENTIDADES_VAL.format=image/png 

 

Next we will open the “Urbanismoenred-ConsolaV2.war” 

 

We will modify “web.xml” under “Urbanismoenred-ConsolaV2.war\WEB-INF” so that this line looks 
like: 

    <param-value>http://www.storm-uer.com/urbanismoenredWS/urbrWS?WSDL</param-value> 

Finally update the image LogoEL.png under styles/images with the logo of Valladolid 

 

c) Servicios WEB (urbanismoenredWS.war) 

Open the .war file  

 

 

We will modify the “urbrWS.properties” file under “urbanismoenredWS.war.rar\WEB-
INF\classes\main\java\es\mitc\redes\urbanismoenred\serviciosweb” so that: 

SRS_Datos=EPSG:23030 
URL_CoordenadasCatastro=http://ovc.catastro.meh.es/ovcservweb/OVCSWLocalizacionRC/OVCCoordenad
as.asmx 

URL_CoordenadasCallejero=http://ovc.catastro.meh.es/ovcservweb/OVCSWLocalizacionRC/OVCCallejero.a
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smx 
URL_Documentos=http://www.storm-uer.com/urbanismoenredWS/GetDocumento 
URL_Geoserver=http://www.storm-uer.com/geoserver/rest 
User_Geoserver=admin 
Password_Geoserver=geos11 
WorkSpace_Geoserver=urbrtmp 

 

Then we will modify “web.xml” located under “urbanismoenredWS.war.rar\WEB-INF” so that it 
contains: 

<servlet> 
    <servlet-name>mapfish.print</servlet-name> 
    <servlet-class>es.mitc.redes.urbanismoenred.ficha.MapPrinterServlet</servlet-class> 
    <init-param> 
      <param-name>config</param-name> 
      <param-value>/urbr/app/conf/config.yaml</param-value> 

    </init-param> 
  </servlet> 

 

Add capas_7241.xml under /urbr/app/conf/visor 

$ chmod 777 /urbr/app/conf/visor/ 

 

Modify etc/hosts and add a “dummy” public name 

$ vi /etc/hosts 

10.15.5.238 www.storm-uer.com 

 

Modify pg_hba to accept connections from any host: 

$vi /urbr/database/PostgreSQL/8.4/data/pg_hba.conf 

# "local" is for Unix domain socket connections only 

local  all     all                ident sameuser 

# IPv4 local connections: 

host  all     all     127.0.0.1/32  md5 

host  all     all     10.0.0.12/0   md5 

 

Access Jboss at: 10.15.5.238:8080 

http://www.storm-uer.com/
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Enter the “Administration Console” 

 

 

Click "Manage Deployments" in the left menu and then click “Add Content” 

Select the file to deploy, in this case "UrbanismoEnRedV2.ear" and click "Next" 
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Then click “Save” and enable it. 

 

 

Repeat the same procedure for “urbanismoenredWS.war” and “urbanismoenred_Visor.war” 
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Finally we must disable and re-enable geoserver. 

Install apache 

$ cd /download/urbr/Version-2.0.0/SOFTWARE/ 

$ apt-get install libtool 

$ tar -xvzf httpd-2.2.14.tar.gz 

$ cd httpd-2.2.14 

$ mkdir /urbr/app/httpd 

$ apt-get install libc6-dev g++ gcc  

$ ./configure --prefix=/urbr/app/httpd --enable-proxy=shared --enable-proxy-balancer=shared --enable-
proxy-http=shared --enable-status=shared --enable-cache=shared 

$ make 

$ make install 

 

$ cd /urbr/app/httpd/bin 

$ mkdir ../mods-enabled 

$ cd ../mods-enabled 

Edit proxy.load and add LoadModule proxy_module /urbr/app/httpd/modules/mod_proxy.so 

$ vi proxy.load 

LoadModule proxy_module /urbr/app/httpd/modules/mod_proxy.so 

 

Edit proxy.conf and add 

$ vi proxy.conf 
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<IfModule mod_proxy.c> 
        #turning ProxyRequests on and allowing proxying from all may allow 
        #spammers to use your proxy to send email. 
 
        ProxyRequests Off 
 
        <Proxy *> 
                AddDefaultCharset off 
                Order deny,allow 
                Deny from all 
                #Allow from .example.com 
        </Proxy> 
 
        # Enable/disable the handling of HTTP/1.1 "Via:" headers. 
        # ("Full" adds the server version; "Block" removes all outgoing Via: headers) 
        # Set to one of: Off | On | Full | Block 
 
        ProxyVia On 
</IfModule> 

 

Edit status.load and add 

$ vi status.load 

LoadModule proxy_module /urbr/app/httpd/modules/mod_status.so 

 

Edit status.conf and add 

$ vi status.conf 

<IfModule mod_status.c> 
# 
# Allow server status reports generated by mod_status, 
# with the URL of http://servername/server-status 
# Uncomment and change the ".example.com" to allow 
# access from other hosts. 
# 
<Location /server-status> 
    SetHandler server-status 
    Order deny,allow 
    Deny from all 
    Allow from localhost ip6-localhost 
#    Allow from .example.com 
</Location> 
 
</IfModule> 

 

Update httpd.conf 

$ vi /urbr/app/httpd/conf/httpd.conf 

# 
# ServerName gives the name and port that the server uses to identify itself. 
# This can often be determined automatically, but we recommend you specify 
# it explicitly to prevent problems during startup. 
# 
# If your host doesn't have a registered DNS name, enter its IP address here. 
# 
ServerName 10.0.0.12:80 
# 
# LogLevel: Control the number of messages logged to the error_log. 
# Possible values include: debug, info, notice, warn, error, crit, 
# alert, emerg. 

http://www.storm-uer.com/
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# 
LogLevel warn 
 
# Include module configuration: 
Include /urbr/app/httpd/mods-enabled/*.load 
Include /urbr/app/httpd/mods-enabled/*.conf 
 
# Include the virtual host configurations: 
Include /urbr/app/httpd/sites-enabled/ 

 

$ mkdir /urbr/app/httpd/sites-enabled/ 

$ cp /urbr/app/httpd/bin/apachectl /etc/init.d/httpd 

$ chmod 755 /etc/init.d/httpd 

$ update-rc.d httpd defaults 

We should see something like: 

update-rc.d: warning: /etc/init.d/httpd missing LSB information 
update-rc.d: see <http://wiki.debian.org/LSBInitScripts> 
 Adding system startup for /etc/init.d/httpd ... 
   /etc/rc0.d/K20httpd -> ../init.d/httpd 
   /etc/rc1.d/K20httpd -> ../init.d/httpd 
   /etc/rc6.d/K20httpd -> ../init.d/httpd 
   /etc/rc2.d/S20httpd -> ../init.d/httpd 
   /etc/rc3.d/S20httpd -> ../init.d/httpd 
   /etc/rc4.d/S20httpd -> ../init.d/httpd 
   /etc/rc5.d/S20httpd -> ../init.d/httpd 

 

$ cd /urbr/app/httpd/sites-enabled/ 

$ vi uer 

<VirtualHost *> 
  ServerName 10.0.0.12/ 
# 
  ProxyRequests Off 
  ProxyVia Off 
  ProxyPreserveHost On 
# 
  <Proxy *> 
        Order deny,allow 
        Allow from all 
  </Proxy> 
# ProxyPass / http://127.0.0.1:8081/ 
  ProxyPass / http://10.0.0.12:8080/ 
 
# 
#  <IfModule mod_disk_cache.c> 
#        CacheEnable disk /geoserver 
#        CacheIgnoreHeaders Set-Cookie 
#  </IfModule> 
</VirtualHost> 

Geoserver Configuration 

To access the geoserver management console, type the following address 
http://10.15.5.238:8080/geoserver 

Login using: admin/geos11 

 

Production parameters 

Once logged in to the geoserver management console, we need to click on the "Global" link within the 
"Settings" link on the left section of the page. In this window, we must set the character set to ISO-8859-1 

http://10.15.5.238:8080/geoserver
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and profile registration PRODUCTION_LOGGING.properties 

 

Stores  
Click on "Data Warehouses", then select "Add new store" while choosing the "Postgis" option 



D3.1.1 - Deployment of the services in the Cloud Infrastructure Version 1.2 

© Storm Clouds 2015  Page 75 of 107 

 

 

Source Name: RPM 
Host: 10.15.5.238 
Port: 5432 
Database: RPM 
Schema: planeamiento 
Use:r postgres  
Passwd: UrBr09 
 

Layers creation 

We must select the layers section and add the desired layer indicating the required style and geographic 
projection in which the data resides. Then a demonstration configuration is performed.  

The first step to be performed after coming to geoserver is click on the layer icon located on the left side of 
the screen. Then click on the icon to add a new resource will be made. 
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Once we click on the icon described above the following screen will appear. Here we must first choose the 
store that was created in the previous point, and the layers available for publication appear. 
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Having decided to publish the layer we should click on the Publish icon in the corresponding layer. The 
following screen will then appear: 



Version 1.2  D3.1.1 - Deployment of the services in the Cloud Infrastructure  

 

Page 78 of 107  © Storm Clouds 2015 

 

 

 

Repeat this process for the other layers that we wish to publish. 

 

Table 2: Ayuntamiento de Valladolid application installation/configuration commands 
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B.3 Thessaloniki pilot 

B.3.1 Thessaloniki Virtual City Market 

After installing the VM and configuring the network access we used Putty and the issued the following list of 
commands to install and configure the application on the cloud infrastructure: 

$ sudo su 

$ vi /etc/hostname 

and replace with the name of the application, i.e. virtualcitymarket 

$vi /etc/hosts 

Here update line 1 with 127.0.0.1 virtualcitymarket 

 

$ vi /etc/resolv.conf 

Here update to allow traffic to pass through DNS server with nameserver 10.15.5.22 

$ reboot 

$ apt-get update 

$ apt-get dist-upgrade 

Here at the message appearing regarding /boot/grub/menu.lst select 2nd option – “Keep the local version 
currently installed” 

 

Install Apache HTTP Server version 2.x : 

$ apt-get install apache2 

Install MySQL version 5.0 or greater and  

$ apt-get install mysql-server 

During the installation process you will be prompted to enter a password for the MySQL root user. 
Type “mysql” for example but make a note on the password as it will be needed later.  

If debconf-get-selections isn’t installed install it: 

$ apt-get install debconf-utils 



Version 1.2  D3.1.1 - Deployment of the services in the Cloud Infrastructure  

 

Page 80 of 107  © Storm Clouds 2015 

 

 

otherwise type:  

$ debconf-get-selections | grep mysql-server 

Next we see: 

 

Install PHP version 5.3 or greater 

$ apt-get install php5 

$ apt-get install php5-mysql 

Git clone the application source files 

$ apt-get install git 

$ cd /var/www/html 

$ git clone https://github.com/icos-urenio/virtual-city-market.git 

$ mysql -uroot -pmysql << EOF  

Create database virtual_city_market; 

use virtual_city_market; 

source ./virtual-city-market/data/market.sql 

exit 

EOF 

Use the mysql password for user root that we have 
created previously 

Note the database name (virtual_city_market) as it 
will be used later 

Update config.inc.php 

$ vi /var/www/html/virtual-city-market/config.inc.php 

Database settings 

From: To: 

define('MARKET_DB_PASS', ''); define('MARKET_DB_PASS', 'mysql'); (this is the 
name of database password we have added.) 

define('MARKET_DB_DATABASE', ''); define('MARKET_DB_DATABASE', 
‘virtual_city_market’); 

define('MARKET_DB_EXT', ‘mysqli’); define('MARKET_DB_EXT', ‘mysql’); this is to force 
use of mysql connector 

Mail settings 

define('SUPPORT_EMAIL', 'st@thessaloniki.gr'); // Used in email templat$ 

define('MARKET_SMTP_HOST', 'mail.thessaloniki.gr'); // Outgoing server 

define('MARKET_SMTP_FROM', 'st@thessaloniki.gr'); // Return path 

define('MARKET_SMTP_FROM_NAME', 'Virtual city market'); 

define('MARKET_SMTP_USER', 'st'); 

define('MARKET_SMTP_PASS', 'orm'); 

Google Map settings 

From: To: 

define('GMAP_API_KEY' ''); define('GMAP_API_KEY' '<user your key>'); 

reCAPTCHA settings 

From: To: 

https://github.com/icos-urenio/virtual-city-market.git
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define('RECAPTCHA_PUBLIC_KEY', ''); define('RECAPTCHA_PUBLIC_KEY', '<use your 
key>'); 

define('RECAPTCHA_PRIVATE_KEY', ''); define('RECAPTCHA_PRIVATE_KEY', '<use your 
key>'); 

Update $ vi /etc/apache2/sites-available/000- default.conf by adding the following lines before the 
closing </VirtualHost> 

<Directory /var/www/html/virtual-city-market> (here you can replace the path of your application) 

Options Indexes FollowSymLinks 

AllowOverride All 

</Directory> 

Update $ vi /etc/apache2/sites-enabled/000-default.conf by adding the following lines before the closing 
</VirtualHost> 

Directory /var/www/html/virtual-city-market> (here you can replace the path of your application) 

Options Indexes FollowSymLinks 

AllowOverride All 

</Directory> 

Retrieve runtime configuration regarding modules from Apache: $ a2query –m 

If we don’t see the mod_rewrite (or simply rewrite) module installed and enabled then enable it: 

$ a2enmod rewrite 

Restart apache: $ service apache2 restart 

Change the ssh configuration to enable password authentication 

$ vi /etc/ssh/sshd_config 

From: To: 

PasswordAuthentication no PasswordAuthentication yes 

Restart ssh service: $ restart ssh 

Edit $ vi /etc/php5/apache2/php.ini 

error_reporting = E_ALL & ~E_DEPRECATED | E_STRICT  error_reporting = E_ALL & ~E_WARNING & 
~E_DEPRECATED | E_STRICT 

Install GD extension: $ apt-get install php5-gd 

$ apachectl restart 

$ mkdir /var/www/html/virtual-city-market/cache 

Change owner of cache and uploads directories to www-data: 

$ chown -R www-data /var/www/html/virtual-city-market/cache 

$ chown -R www-data /var/www/html/virtual-city-market/uploads 

Table 3: Thessaloniki application installation/configuration commands 

B.4 City of Manchester 

B.4.1 Nodespot 

The City department responsible for the STORM project, Manchester Digital Development Agency (MDDA), 
has been under review, undergoing “service redesign” since January this year.  The plan was that technical 
staff would remain within the team until March 2015.  In October 2014, the management revised the 
timetable and the MDDA technical staff was redeployed to the internal ICT services in late October.  As a 
consequence the project management team now has no internal technical expertise.  The consequence is that 
(Manchester City Counsil) MCC could no longer proceed with the Nodespot application or commit to the 
cloudification of applications going forward.  The STORM project has been discussed with the senior 
management of MCC.  This is now a topic of discussion between the Coordinator and the EC Project Officer. 
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Annex C Services Validation 

C.1.1.1 Municipio de Águeda 

Accessing the main page is possible through the public IP at http://178.239.183.17:3003/  

 

 

Figure 39: Agueda - PPGIS home page (Portuguese version) 

Clicking on the “Promotions” button leads us to the next screen 

 

http://178.239.183.17:3003/
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Figure 40: Agueda - PPGIS Promotores 

Clicking on the “Planos” button leads us to the next screen 

 

 

Figure 41: Agueda - PPGIS Planos 

Clicking on the “Apresentação” button leads us to the next screen 

 

 

Figure 42: Agueda - PPGIS Planos Participacao 
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Figure 43: Agueda - PPGIS Participar 

Clicking on the “Participar” button leads us to the next screen 

 

 

Figure 44: Agueda - PPGIS New Participation 

 

Clicking on an image leads us to the next screen: 
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Figure 45: Agueda - PPGIS New Participation (Image) 

 

Clicking on the “Mapa” tab leads us to the next screen where all municipal plans are presented 

 

 

Figure 46: Agueda - PPGIS Map-1 

We can zoom to a specific region as we see bellow: 
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Figure 47: Agueda - PPGIS Map-2 

 

Clicking on the “Novo utilizador” button us to the next screen where we can create a new account 

 

 

Figure 48: Agueda - PPGIS Registration 

 

After pressing the “Registar” button we see a confirmation message of our newly created account. 
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Figure 49: Agueda - PPGIS Registration Confirmation 

 

If we then open our email client we will see that we have received an e-mail confirmation message from the 
application, prompting us to click here: http://cm-
agueda.geomaster.pt/ppgis/registo/aa800684b3adde5122b399647863f6f33f1c056acbceb8e98821c4
5122e846ff  

 

 

Figure 50: Agueda - PPGIS Account Activation e-mail 

 

Clicking on the link brings us here: 

http://cm-agueda.geomaster.pt/ppgis/registo/aa800684b3adde5122b399647863f6f33f1c056acbceb8e98821c45122e846ff
http://cm-agueda.geomaster.pt/ppgis/registo/aa800684b3adde5122b399647863f6f33f1c056acbceb8e98821c45122e846ff
http://cm-agueda.geomaster.pt/ppgis/registo/aa800684b3adde5122b399647863f6f33f1c056acbceb8e98821c45122e846ff
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Figure 51: Agueda - PPGIS Account Activation Confirmation 

 

Clicking on the “Iniciar Sessao” button us to the next screen where we can login to our newly created account. 
Here we put our e-mail and password and press “Entrar” button. 

 

 

Figure 52: Agueda - PPGIS User Login 

 

The default home screen after logging in is as follows: 
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Figure 53: Agueda - PPGIS User Account Page 

Pressing the drop down arrow on the top-right of the screen next to the user name presents us with the 
following options. 

 

 

Figure 54: Agueda - PPGIS User Account Options 

Clicking on the “Ultimos Acess” brings us to the next screen with information on when we last accessed the 
application. 
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Figure 55: Agueda - PPGIS User Account Options – Last Access 

Clicking on the “Dados pessoa” brings us to the next screen where the account personal information is 
displayed. 

 

 

Figure 56: Agueda - PPGIS User Account Options – Profile information 
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Figure 57: Agueda - PPGIS Entities 

 

While in the map section we can investigate what are the current plans. To do so we can zoom using the map 
to the position that we want to look. Alternatively we can type in the name of the road that as the next 
picture indicates will auto fill for us the necessary information. 

 

Figure 58: Agueda - PPGIS Looking for issues (1/4) 

 

Once we select one of the offered options the map zoom to the address as shown below. 
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Figure 59: Agueda - PPGIS Looking for issues (2/4) 

 

Then we select a “promotor” from the adjacent drop down menu as seen in the next screen 

 

Figure 60: Agueda - PPGIS Looking for issues (3/4) 

Now we select the “Escolha o plano” as shown below 
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Figure 61: Agueda - PPGIS Looking for issues (4/4) 

C.1.1.2 Ayuntamiento de Valladolid 

C.1.1.2.1 Valladolid UeR Visor Application 

Accessing the main page is possible through the public IP at http://178.239.183.156/Visor  

 

 

Figure 62: Valladolid – UeR Visor Home Page 

 

http://178.239.183.156/Visor


Version 1.2  D3.1.1 - Deployment of the services in the Cloud Infrastructure  

 

Page 94 of 107  © Storm Clouds 2015 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

We can select the layers we want to see by clicking on the “Capas” 

 

Figure 63: Valladolid – UeR Visor Layers Selection 

 

Selecting for example CAPASIDEENACIONALESCARTOCIUDAD results in the following screen 
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Figure 64: Valladolid – UeR Visor “CARTOCIUDAD” Layer Selection 

 

Clicking on the “búsqueda” (search) brings us here: 

 

Figure 65: Valladolid – UeR Visor Map Search Function 

 

Clicking on the “Vista General” (overview) brings us here: 
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Figure 66: Valladolid – UeR Visor Map Overview 

 

 

 

Clicking on the “Ayuda” (Assist) button redirect us in the assistance welcome screen 

 

Figure 67: Valladolid – UeR Visor Assistance Page (Welcome) 
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Clicking on the “Entidad” (entity) tab shows us in the entity screen bellow. 

 

Figure 68: Valladolid – UeR Visor Assistance Page (Entity) 

 

Clicking on the “Ayuda” (assistance) tab presents us with a pdf version of the user manual as shown bellow. 

 

 

Figure 69: Valladolid – UeR Visor Assistance Page (User Manual) 

 



Version 1.2  D3.1.1 - Deployment of the services in the Cloud Infrastructure  

 

Page 98 of 107  © Storm Clouds 2015 

 

Clicking on the “Acerca de” (about us) tab presents us with the about screen bellow. 

 

 

Figure 70: Valladolid – UeR Visor Assistance Page (About) 

C.1.1.2.2 Valladolid UeR Consola Application 

Accessing the main page of “Consola” is possible through the public IP at http://178.239.183.156/Consola  

 

Figure 71: Valladolid – UeR Consola Home Page 

http://178.239.183.156/Consola
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C.1.1.2.3 Valladolid UeR Productor Application 

Accessing the main page of “Productor” is possible through the public IP at 
http://178.239.183.156/Productor  

 

Figure 72: Valladolid – UeR Productor Home Page 

C.1.1.3 Thessaloniki pilot 

Accessing the main page is possible through the public IP at http://178.239.182.23/virtual-city-market   

 

Figure 73: Thessaloniki – Virtual City Market (Hellenic version) 

http://178.239.183.156/Productor
http://178.239.182.23/virtual-city-market
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Figure 74: Thessaloniki – Virtual City Market (English version) 

 

Creation of a new user is possible through the registration page shown bellow: 

 

Figure 75: Thessaloniki – Virtual City Market (Registration page) 
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When we create a new account we are directed to the next screen 

 

Figure 76: Thessaloniki – Virtual City Market (Registration Confirmation) 

 

Activation of a new user account is possible through the link received at the confirmation e-mail we have 
received at the e-mail account entered during registration. 

 

Figure 77: Thessaloniki – Virtual City Market (Registration confirmation email) 
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Figure 78: Thessaloniki – Virtual City Market (Account activation page) 

 

Accessing a users space is possible after logging in with the provided credentials, as shown bellow. 

 

Figure 79: Thessaloniki – Virtual City Market (User home page) 
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Annex D Services Public Deployment 

Before moving our applications to the public cloud, we should export the VM images. To do so we should first 
make a snapshot by accessing the Horizon interface through the following IP address: 
http://10.15.5.98/horizon. 

From the left pane, we should select “Compute” and then “Instances”. For the instance that we want to create 
the snapshot we: 

a) Click the “More” dropdown menu and select “Suspend Instance” 

b) Once operation is done, we should then click the “Create Snapshot ” button 

 

 

Figure 80: OpenStack VM Snapshot 

Once the snapshot is made, we should download that snapshot/image from the cloud. To do so: 

$ apt-get install python-devel python-pip 

From the left pane of the OpenStack Horizon interface, we should select “Compute” and then “Access & 
Security”. 

On the “API Access” tab click the “Download OpenStack RC file”. At this stage we will be prompted to save 
a file. This file contains the credentials for connecting to SCP OpenStack. Upload this file to any location 
within our VM (e.g. /downloads/) 

$ cd /downloads/ 

$ chmod +x storm-thessaloniki-openrc.sh 

$ source storm-thessaloniki-openrc.sh 

Password: <Password for accessing OpenStack> 

Install the glance CLI on the VM 

$ apt-get install python-glanceclient 

Now we are ready to access glance CLI: 

$ glance image-list 

http://10.15.5.98/horizon
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$ glance image-download --file VCM-image --progress STORM-Thessaloniki-VirtualCityMarket-20141024 

Table 4: Snapshot download 

Once the image is downloaded we can access the Horizon interface of the public cloud and create a new 
image based on the image file we have just downloaded.  

 

Figure 81: OpenStack Image Creation (from Image File) 

Launching our VM to the public cloud from this point is identical to the steps described earlier in chapter A.1.3. 
The difference is that we should select the image that we have just uploaded (see Figure 81) 

D.1.1 Urbanismo en Red (UeR) 

After moving the VM to the public cloud we should connect and issue the following commands: 

$ sudo su 

$ vi /etc/hostname 

and replace with the name of the application, i.e. uer 

Modify etc/hosts and add a “dummy” public name and set the IP to the external real IP of our VM running 
the application (i.e. 178.239.183.156) 

$ vi /etc/hosts  
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10.15.5.238 www.storm-uer.com 

Modify pg_hba 

$ vi /urbr/database/PostgreSQL/8.4/data/pg_hba.conf 

host  all     all     10.0.0.12/0 md5 here we should use the internal IP of the VM that runs our application 
(i.e. 10.0.0.13) 

Change the IP address of the "management" and "public" interfaces, the internal IP of the VM that runs our 
application (i.e. 10.0.0.13). line 420 and line 381. 

$ cd /urbr/app/jboss7/standalone/configuration/ 

$ vi standalone.xml 

    <interface name="management"> 
          <inet-address value="${jboss.bind.address.management:10.0.0.12}"/> 
        </interface> 
        <interface name="public"> 
          <inet-address value="${jboss.bind.address: 10.0.0.12}"/> 
        </interface> 

After that we must change the IP address of the datasource RPMV2 to the internal IP of the VM that runs 
our application. line 111 

<datasource jndi-name="RPMV2" pool-name="RPMV2_Pool" enabled="true" jta="true" use-java-context="true" use-
ccm="true"> 
    <connection-url> 
        jdbc:postgresql://10.0.0.12:5432/RPM 
    </connection-url> 
    <driver> 
        postgresql-8.4-703.jdbc4.jar 
    </driver> 
    <security> 
        <user-name> 
            postgres 
        </user-name> 
        <password> 
            UrBr09 
        </password> 
    </security> 
</datasource> 

 

After that we must change the IP address of the <wsdl-host> to the external real IP of our VM running the 
application (i.e. 178.239.183.156) 

    <wsdl-host>10.15.5.238</wsdl-host> 
    <wsdl-port>80</wsdl-port> 

We then need to edit uer file under sites-enabled 

$ cd /urbr/app/httpd/sites-enabled/ 
 
$ vi uer 

<VirtualHost *> 
  ServerName 10.0.0.12/ 
# 
  ProxyRequests Off 
  ProxyVia Off 

http://www.storm-uer.com/
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  ProxyPreserveHost On 
# 
  <Proxy *> 
        Order deny,allow 
        Allow from all 
  </Proxy> 
# ProxyPass / http://127.0.0.1:8081/ 
  ProxyPass / http://10.0.0.12:8080/ 
# 
#  <IfModule mod_disk_cache.c> 
#        CacheEnable disk /geoserver 
#        CacheIgnoreHeaders Set-Cookie 
#  </IfModule> 
</VirtualHost> 

Update httpd.conf 

$ vi /urbr/app/httpd/conf/httpd.conf 

# 
# ServerName gives the name and port that the server uses to identify itself. 
# This can often be determined automatically, but we recommend you specify 
# it explicitly to prevent problems during startup. 
# 
# If your host doesn't have a registered DNS name, enter its IP address here. 
# 
ServerName 10.0.0.12:8080 

Start the apache server (httpd) 

$ cd /etc/init.d 

$ sudo ./httpd stop 

$ sudo ./httpd start 

Start the application server 

$ cd /etc/init.d 

$ ./jboss start 

Import Valladolid Data to RPM database 

To do so we have to unzip the dump file received into a temp location and then execute: 

$ psql -h localhost -p 5432 -d RPM -f ./ postgres-2014-10-23.dmp -U postgres 

Extract the geoserver.war file received from the city of Valladolid under /urbr/app/ folder in the VM. This 
will make sure that all layers created will be available to the users. 

Through JBoss disable and enable geoserver.war 

Table 5: Ayuntamiento de Valladolid Configuration Commands for Public Cloud 
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D.1.2 Participação Pública (PPGIS - Public Participation) 

After moving the VM to the public cloud we should connect and issue the following commands: 

$ sudo su 

$ vi /etc/hosts 

And add 127.0.0.1 localhost otherwise PostgreSQL wont run. 

 

127.0.0.1 localhost 

127.0.0.1 euparticipo.cm-agueda.pt 

 

$ vi /etc/hostname 

and replace with the name of the application, i.e. ppgis 

Update server-config.json, so that emails are served from the new public IP address  

$ cd /public_html 

$ vi server-config.json 

"url": http://178.239.183.17:3003/ 

 

If server is already running we should stop it: 

$ forever stop server.js 

Add a new rule in the OpenStack Horizon: 

1. Custom TCP port: 3003 ingress 

Start the application 

$ cd ~/public_html/ 

$ NODE_ENV=production forever start server.js 

sudo is necessary to run the application on port 80. 

Table 6: Municipio de Águeda Configuration Commands for Public Cloud 

 

http://178.239.183.17:3003/

